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Intelligent Parking Assist for Trucks with Prediction 

EXECUTIVE SUMMARY 

Truck parking has been identified as a major issue both in the USA and E.U. and has been 
selected by the American Transportation Research Institute (ATRI) as the most important 
research need for the trucking industry in 2015 [1]–[5]. The lack of appropriate and convenient 
parking locations has been the cause of several safety issues over the past years as drivers 
might be forced to either drive while tired and increase the risk of accidents or park illegally in 
unsafe locations, which might also pose a safety hazard to them and other drivers. Additionally, 
the parking shortage also impacts the shipment costs and the environment as the drivers might 
spend more fuel looking for parking or idling for power when parked in inappropriate locations. 

The project’s objective is to study the truck parking problem, generate useful information and 
parking assist algorithms that could assist truck drivers in better planning their trips. By 
providing information about parking availability to truck drivers, we expect to induce them to 
better distribute themselves among existing rest areas. This would decrease the peak demand 
in the most popular truck stops and attenuate the problems caused by the parking shortage. 

In this project, several parking availability prediction algorithms are tested using data from a 
company’s private truck stops reservation system. The prediction MSE (mean squared error) 
and classification (full/available) sensitivity and specificity plots are evaluated for different 
experiments. It is shown that none of the tested algorithms is absolutely better than the others 
and has superior performance in all situations. The results presented show that a more efficient 
way would be to combine them and use the most appropriate one according to the situation. A 
model assignment according to current time of the day and target time for prediction is 
proposed based on the experiment data. 
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Introduction 

Background 

It was estimated that, in the year of 2013, trucks were responsible for carrying around 70% (in 
weight) of USA's total freight shipments, without considering multimodal shipments that use 
trucks at some point [6]. It is expected that this value will still be as high as 66% by the year of 
2040, despite substantial increases in multimodal and rail shipments[6]. This shows just how 
important trucks are to the USA economy. However, the increasing demand for trucks comes 
with a need for supporting infrastructure and legislation.  

A survey by the American Transport Research Institute(ATRI) has pointed the top issues in 
trucking industry, among which are the Hours-of-Service (HOS) rules, Compliance, Safety and 
Accountability (CSA) scores and Truck Parking [1]. These issues are strongly linked. The HOS 
rules caused an increase in the demand for parking as the drivers cannot exceed a certain 
number of hours driving. That increase in demand made the already existent problems of truck 
parking availability even more pronounced, making some drivers opt to park illegally, leading to 
a decrease in safety conditions.  

Over the past years some states have done analysis of their current situation regarding truck 
parking and the impacts of a shortage in parking locations. The state of California is one of the 
states with the largest quantity of parking spaces. However, due to also having a large highway 
network and heavy truck traffic, these parking spaces are too sparse compared to the real 
necessities of the state. Figure 1 shows information on the parking spaces in California's 
highways and its traffic. This mismatch between number of parking spaces and road 
extension/traffic can be better visualized on Figure 2 that shows the ratio of Commercial 
Vehicle Truck Parking Spaces per Daily 100,000 Miles of Combination Truck Vehicle Miles of 
Travel (VMT) for several states and shows California among the last ones in this aspect. As of 
2000 California had estimated their total number of parking spaces, space shortage and 
increase in the demand by 2020 as 7500, 8000 and 53% respectively for public rest areas and 
1100, 6100 and 100% respectively for private truck stops respect [7]. 

A 2015 report by the Virginia Department of Transportation (VDoT) calculated a statewide 
deficit of nearly 5000 parking spaces, which means that they only satisfy around 60% of their 
calculated demand (12500 spaces)[8]. According to the U.S. DoT (U.S. Department of 
Transportation), 36 states are experiencing shortages in rest areas, either public or private, 
which negatively affect truck parking [3]. The lack of parking availability occurs mainly at peak 
hours of demand which suggests that a better balancing of parking availability in space and 
time may help reduce the demand at peak hours.
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Figure 1. Truck parking spaces and truck traffic in the state of California. Plot taken from [3]
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Figure 2. Commercial Vehicle Truck Parking Spaces per Daily 100,000 Miles of Combination 
Truck Vehicle Miles of Travel (VMT). Plot taken from [3]. 

Motivation 

This project  focuses on the truck parking situation, which has been identified as a major issue 
both in the USA and E.U. and has been selected by the ATRI as the most important research 
need for the trucking industry in 2015 [1]–[5]. The lack of appropriate and convenient parking 
locations has been the cause of several safety issues over the past years as drivers might be 
forced to either drive while tired and increase the risk of accidents or to park illegally in unsafe 
locations, which might also pose a safety hazard to them and other drivers. Additionally, the 
parking shortage will also impact the shipment costs and the environment. The following 
paragraphs comment on these 4 unwanted consequences of the current inadequate parking 
infrastructure. 
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Illegal Parking 

Surveys carried out by some states have identified several hundred illegal or unofficial parking 
locations such as freeway shoulders, freeway entrance and exit ramps, roadways accessing 
freeway ramps, local streets and commercial areas [3]. These practices pose serious safety 
hazards to other motorists and truck drivers themselves and expose drivers to become targets 
of ill-intentioned people. In addition it was found that, between 2008 and 2012, 25% of the 
4117 truck related accidents in the major corridors in the state of Virginia happened in entrance 
or exit ramps [8]. 

Unsafe Driving 

With the driving time limits imposed by the HOS rules, a driver unable to find a suitable parking 
location may choose to either park illegally or drive illegally and tired. A study by the AAA 
Foundation for Traffic Safety found that 21% of all accidents in which a person was killed 
involved a drowsy driver [9]. Although the data used was not specific to trucks it shows how 
dangerous drowsy driving can be. A study by the California DoT  shows a reduction in the 
percentage of fatigue related collisions up to 30 miles downstream of rest areas compared to 
areas further away [10]. 

Environmental Impact 

The shortage of parking spaces forces drivers to drive around looking for parking and/or park at 
inappropriate locations. Both actions result in an increase in the environmental impact by 
generating more pollution and increasing the cost of operations of trucks due to wasted fuel 
consumption as well as time spent. While in some truck stops the drivers are able to plug in 
their vehicles to the grid and avoid idling, no illegal parking location will have this kind of service 
available, forcing the truck to idle for several hours. Idling is a large source of emissions, fuel 
expenditure and engine wear and many states already have laws and incentives for idle 
reduction [11]. If the drivers often need to find parking in the local streets, they might even end 
up impacting the air quality and health of the nearby communities [12].  

Cost increase 

As mentioned before, the shortage of parking can have a substantial impact on fuel 
consumption, be it because of the time spent looking for parking or the time the engine will 
have to spend idling for lack of proper infrastructure. A study by the University of California, 
Davis has estimated idling time to be responsible for 8.7% of the total fuel consumption of long-
haul trucks [13]. Fuel is responsible for a large share of the operational costs in the trucking 
industry, making the overall cost highly dependent on fuel costs. During the period of 2009 to 
2015 the fuel's share in the operational cost has varied a lot due to fluctuations in fuel price, 
oscillating within the range of 25% to 39% of the total operational cost [14]. Other than the fuel 
consumption there is still the cost related to vehicle maintenance (10% of total cost in 2015) 
[14] , which can be increased by almost $2,000 a year due to idling [15]. Insurance premiums 
are another possibility of impacted costs as they can be affected by the number of accidents 
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and robberies involving this kind of vehicle. In 2015 insurance premiums counted for 6% of total 
operational cost [14]. 

Structure of Report 

The following sections are organized as follows: Section Literature Review presents a literature 
review of work relevant to the problem. Section Problem Description describes the problem to 
be studied along with the objectives pursued and measures used to evaluate the performance. 
Section Data Description describes the data used in the experiments. Section Models 
Description presents the different parking prediction models used in the project. Section 
Evaluation Results describes the experiments realized and presents the results for each of the 
tested models. Section Conclusions and Recommendations concludes with a comparison of the 
different results along with a recommendation of how to approach the problem.   
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Literature Review 

Prior research on intelligent parking for commercial vehicles is scarce. However, there is plenty 
of research on intelligent parking for passenger vehicles in urban environments. Although the 
problems are not equivalent, they hold a certain degree of similarity. Therefore, methods for 
urban parking were also considered when reviewing past work on the topic. The research can 
be roughly divided into 3 subjects: modeling & prediction of demand/availability; resource 
allocation; and infrastructure. 

Modeling and Prediction 

A demand model for commercial vehicle parking on highway segments was developed in a 
study sponsored by the USA Federal Highway Administration [16]. A simplified version of the 
model predicts the demand along a highway segment based on the proportion of commercial 
trucks in the total traffic, the annual average daily traffic, the length of the segment, the 
average truck speed and the average parking time per truck-hour of travel. The final model still 
considers factors to account for peak traffic, the ratio between long-haul and short-haul trucks, 
loading/unloading time and other variables. 

In [17], Heinitz chose a region of a highway and divided its upstream region in isochronal 60-
min rings. He estimated the parking lot occupancy by measuring the historic traffic flow on 
these isochronals and used it to estimate how many trucks will pass by that section of the 
highway and their elapsed driving time. He then used a choice model to estimate where each 
truck is going to park. He did not limit occupancy to the official capacity, so this work considers 
the possibility of over-capacity in the lots and illegal parking in the vicinities of each lot when 
they are full. 

In [18], [19] Bayraktar installed a pilot smart parking-management system in a Florida parking 
lot and used the acquired data to feed a Kalman-filter based occupancy prediction model. The 
root mean squared error analysis performed by the author showed that the presented Kalman 
filter prediction performed better than a linear regression model. 

Due to the larger number of models available for urban parking prediction there is also a large 
array of opportunities to look for ways to adapt some of these methods or at least the general 
idea behind them to truck parking.  

In [20], Rajabioun and Ioannou proposed an autoregressive model that takes into account 
temporal and spatial correlations on parking availability. Instead of using an autoregressive 
model of the occupancy, an autoregressive model of the difference between the average 
occupancy variation and the actual occupancy variation was used. This predicted difference is 
added to the average variation of the following time unit and then summed with the current 
occupancy in order to estimate the future occupancy. 

In [21] the author used genetically optimized neural networks for short term parking occupancy 
prediction. Genetic algorithms are used to optimize the learning rate and momentum of back-
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propagation training algorithm, as well as the structure of the hidden layer and look-back time 
window. This approach was based on a previous work on short-term traffic-flow prediction and 
the detailed description is given in [22]. The measured errors for predictions of up to 30 
minutes in advance showed that this method has an acceptable level of accuracy.  

In [23] a combination of neural networks and classification methods are used to predict if the 
parking lots will be full or not, according to time, events happening in the vicinity and weather 
data. The first part of the model tested both generalized regression neural network (GRNN) and 
multilayer feed-forward network (MLFN) to predict the parking availability, achieving better 
results with the GRNN. The second part of the model is the classification method that is used to 
reduce the number of false negatives (not full) generated when the parking lot has high 
occupancy. The methods tested were a naive Bayes classifier and a classification and regression 
tree (CART). Better results were achieved using the CART method, leaving the final suggestion 
as being to use a GRNN for prediction coupled with a CART for classification. 

In [24] a method to predict the vehicles' arrival and departure times and therefore the future 
parking availability in real-time is developed in the context of parking reservations. This system 
used a discrete choice model with on-line and historical information to simulate the arrivals, 
choose their allocation and their departure times. It needs to be previously calibrated with 
information on parking preferences, duration of stay, arrival and departure process and the 
static capacity of the parking lots.  

Other works use Poisson random processes to model parking availability. [25], [26] model the 
arrival rates of the parking lots as Poisson random processes and the duration of stay as an 
exponential variable and model the parking lot using a continuous time Markov Chain. 
Reference  [25] represented the parking lot as a homogeneous Markov model. The inter-arrival 
and parking times are exponentially distributed. There is a state for each of the possible 
number of currently parked vehicles, for a total of m+1 states, where m is the parking lot 
capacity. The information about certain parameters was obtained from the municipality where 
the study was realized and by the vehicles through a vehicular ad hoc network. This study used 
a simulation environment built on the traffic simulator VISSIM coupled with a network 
simulator and MATLAB to evaluate the performance of the prediction model. [26] builds up on 
[25] and presents an efficient method to calculate the probability distribution of the occupancy. 
[27]models the lot's availability as a Poisson random process, estimating the λ parameter using 
historical data. 

[28] used simulation methods in its predictions. An agent-based model (ABC) was combined 
with Markov Chain Monte Carlo (MCMC) in order to achieve more accurate results than either 
method applied separately. The simulated data generated through ABC was used to create the 
proposal distribution for the MCMC. The method was tested using data from the campus of the 
University of Central Florida (UCF). 
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Resource Allocation 

Besides using prediction algorithms to help plan the best stops beforehand without interacting 
with other drivers or establishments, another method is reserving spots or negotiating with the 
nearby vehicles in order to organize the stops in a way that benefits everyone and uses the 
total parking capacity to its fullest. 

In [29], [30], the authors used a multiagent system for the management of parking reservations 
among requesting trucks. When the vehicle enters the road network it sends its origin, 
destination and preferred parking to the system manager. If the rest area has available spots a 
temporary reservation will be made. If the rest area does not have available spots the 
negotiation protocol is initiated. Each driver receives a list of possible rest areas to be graded 
according to his/her preferences. Each driver's vote is weighted according to how close they are 
to reaching their legal driving limit. The scores for each driver are summed for each feasible 
solution and the solution with the largest score is selected. 

This resource allocation problem was also treated before in the context of urban parking. In 
[31] the resource allocation problem is defined as a sequence of Mixed Integer Linear 
Programming problems solved over time subject to a set of fairness constraints. [32] uses 
interval scheduling algorithms to try to optimally allocate the parking spaces. 

Infrastructure 

The truck parking problem has been the subject of a few initiatives, mainly European, to 
improve the current situation of commercial vehicles parking infrastructure. These projects 
usually aim to either provide better information to truck drivers as to the current occupancy in 
the parking lots or to increase the quantity and quality of parking locations. These were the 
objectives of the SETPOS project [33] co-funded by the European Commission. This project 
defined a set of standards for secure parking, built some pilot secure parking areas and also 
established a platform for information, guidance and reservation. EasyWay Programme [34], 
[35] is another European project, which aimed to deploy Europe-wide ITS (Intelligent 
transportation systems) core services. These programs generated a few pilot sites that aimed to 
test the performance of different types of ITP (Intelligent Truck Parking). Among the countries 
that tested built pilot sites (not necessarily through these programs) are Austria, France, 
Germany, Hungary, Denmark and the USA [19], [34]–[43]. Most of these pilot projects used 
sensors on the entrance/exit to count the numbers of vehicles that enter and leave the lot or 
installed sensors in each individual parking space to detect its occupancy and use it both for 
availability information and vehicle guidance inside the lot. However, these are not the only 
ways to measure occupancy. Examples of sensors used to acquire occupancy data are: 

• Magnetic Sensors 

• Laser Sensors 

• Video image processing 

• GPS data analysis 



 9 

• Crowdsensing 

• Vehicle Ad-hoc Networks (VANET) 

Magnetic:  This kind of sensor has been used in several pilot projects for smart truck parking, 
both for in/out counting and individual spot sensing. It is used as the basis for some urban 
smart parking systems, such as [44]–[47]. According to these studies the sensors are very 
energy efficient and can last for several years before running out of battery. Some sensors use 
more than one type of sensing at the same time to improve detection. The ones used in [19], 
[38] use both magnetic and infrared sensing to detect vehicles. Siemens Wimag sensors [48] 
combine magnetic field sensors with MicroRadar to improve detection and [45] uses an 
optically triggered magnetic sensor to lower energy consumption. In [49], Haghani et al. 
developed a parking sensor with magnetic sensors, using a temperature sensor and software to 
compensate for the temperature drift. 

Laser: The Denmark pilot project [35] uses this kind of sensor in order to verify the remaining 
spaces in each column of the parking lot. The Siemens Sitraffic Conduct+ tested in Germany at 
the A9, uses laser scanners at the entrance of the parking lot to identify the type of vehicle that 
is entering. 

Video Image processing: This method of detection consists of using images from video 
surveillance to determine whether there is a vehicle or not in each parking space, or if a vehicle 
has entered the lot. While the approach is more computationally expensive than other 
approaches it is attractive due to the fact that surveillance cameras are already installed on 
parking lots for other reasons. Another advantage of cameras when compared with individual 
spot sensing methods is that a small quantity of cameras can cover a wide area. 

In the area of  urban parking reference  [50], proposed a vehicle detection algorithm based on 
gray-level segmentation, accumulator agents and threshold that uses edge detection as a way 
to avoid the false detection caused by nearby cars' shadows. [51] used the detection of shapes 
previously drawn on each parking spot to determine if there is any vehicle parked on them. 
[52]'s sensor fusion-based method used image processing to determine the parking slots’ 
positions and then used ultrasonic sensors to detect occupancy. In [53] the author used 
convolutional neural networks to detect the parking spaces occupancy on regular color camera 
images. [54] proposed the use a team of unmanned aerial vehicles to inspect parking lots 
cooperatively while using a generative adversarial network model to detect vacant and 
occupied parking spots on the acquired color images. 

In the case of truck parking and trucks, [39], [40] used several images of the same area from 
different points of view to reconstruct a 3D representation of that scene. The 3D representation 
is then matched with real-world coordinates and used to check if there is a vehicle occupying 
the position of each parking space. This method avoids the problems that 2D approaches have 
with shadows and occlusion. 
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GPS data analysis: GPS data has been used for freight performance [55] and parking utilization 
analysis [56], [57] with data obtained by the ATRI.  

In the ATRI report [57], the author developed an expansion factor for every hour in the 
observation period by counting how many trucks passed by the weigh-in-motion traffic 
counting station and comparing this number with the GPS counting for the same period. This 
factor was later used as a multiplier to estimate the real occupancy of a nearby parking lot 
based on the GPS data for the parking lot at each hour. 

In [56], the authors compare 4 different models for truck parking utilization: a Poisson, a 
negative binomial, a Poisson with propensity, and a Poisson with propensity and threshold 
specific constant. Variables such as time of day, number of vehicles detected on/off-ramp, 
average speed close to the parking lot and truck volume were used to estimate the parameters 
for these models. The models were compared using the Bayesian Information Criterion and the 
Generalized Poisson count model with propensity and threshold was found to have a better 
data fit. 

The GPS data can provide the number of vehicles in the general area of the parking lots and 
also information about the current truck traffic flow in highways that lead to that parking lot. 
However, applications that need to use GPS data in real-time might have issues with data 
acquisition. Some might find that privacy is an issue and, considering that a certain percentage 
of the trucks in operation would need to participate in order to get reliable data, 
drivers/companies engagement might be a concern.  

In the context of urban parking, [58] utilized GPS, along with the accelerometer and Bluetooth 
sensors of phones in order to detect when and where the device's owner parked his/her car 
and when the parking space was released. Same as with the case of the trucks, system 
penetration would also be an issue. So, the availability estimation algorithm would need to take 
this and other possible errors (GPS measurements, Bluetooth pairing, transportation mode 
detection) into account before providing a final estimate. 

Crowdsourcing: This method consists of enlisting a large number of people, usually the service 
users themselves, to obtain the information needed instead of setting up specific infrastructure 
to acquire the information directly. This approach has been tried for urban parking [59]–[62] 
where the system is used to collect information about parking availability and distribute it to its 
users. In [59] users and parking operators can publish information and the system uses driver 
behavior to improve the parking availability estimation. In [61] ultrasonic rangefinders were 
installed in cars and used to measure individual on-street parking space occupancy along their 
commute. The GPS accuracy was an issue, so, by relying on the spatial correlation of the GPS 
error, environmental fingerprinting was used to correct the error and improve accuracy. [60] 
estimates the circling time until a vehicle parks. This system gathers user data implicitly and its 
results are highly dependent on having a large pool of users. This is a big problem during the 
early stages of implementation, so they also propose a model to estimate the circling time 
based on the current parking utilization. 
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In order to address the user participation problem, and also to improve information quality in 
systems that require users to contribute explicitly, [62] suggests a platform that gives monetary 
incentives for the participation and bonuses when the information is used successfully by other 
users. 

On the commercial vehicles side, apps like Truckerpath [63] and ParkMyTruck [64] are already 
operational, providing information to truck drivers. TruckerPath gets information from both 
drivers and parking providers, while ParkMyTruck only allows registered providers to update 
their availability. 

VANETs: Vehicles can also acquire extra information communicating with each other through 
vehicle ad hoc networks. If a vehicle gets important information through its own sensors or the 
infrastructure, this information can be distributed to other vehicles in the network for which 
this data might be useful. An implementation of this concept was presented in [65] by Caliskan, 
who also used it in [25] as a means to acquire data for a parking prediction algorithm. As in 
other forms that rely on independent agent to acquire information, the availability and quality 
of the data is dependent on the penetration rate of the technology. [66] proposed a VANET-
based system to provide convenient services in large parking lots, like parking navigation, 
occupancy information and anti-theft protection. Similarly, [67] used VANETs as the medium for 
its parking information dissemination. 
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Problem Description 

There are 2 approaches to deal with truck parking availability issues:  

• invest in infrastructure by increasing the number of parking spaces which involves 
expanding current rest areas and/or building new ones; 

• improve usage efficiency of existing parking lots: reorganize the demand over time and 
space aiming to decrease the peak demand. 

This project focuses on the second approach, by studying tools that enable truck drivers to 
make better decisions about when and where to find parking. 

Objective 

The main objective is to develop a method that provides reliable information to truck drivers 
with respect to future parking availability. Such information will assist truck drivers and 
planners to decide when is more convenient for drivers to take a break by considering the 
current driving time and expected parking availability and personal preferences.  

Approach 

The approach taken is the use of a prediction model to estimate the future state of the parking 
lots of a certain region. This result is then fed into a decision model, which decides on whether 
to recommend that parking lot at that specific time or not. Basically, it categorizes them as 
“likely to be full” or “unlikely to be full”. Although the prediction model already generates an 
estimate of the parking availability it is important to remember that predictions are not perfect, 
so the decision model considers the prediction model’s error analysis when classifying the 
parking lots, not only if they predicted zero or not. A diagram with the general structure of this 
approach is shown in Figure 3. The prediction and decision models used will be described in a 
different section. 

 

Figure 3. General structure of the system 
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Evaluation 

Depending on the prediction model used, 2 different kinds of information can be provided to 
the drivers: 

• Estimated parking availability (relative or absolute); 

• Classification as “Full” or “Available.” 

The performance for these 2 items will be treated separately as each model can perform 
differently in each one and the drivers might prefer to use different ones according to the 
situation. Also, as different applications might require estimates for different prediction 
horizons, the impact of the prediction horizon on the performance will also be studied. 

The estimated parking availability will be evaluated according to the mean squared error (MSE) 
calculated using the relative availability values (availability/capacity) of each parking lot, instead 
of their actual availability. The classification error will be evaluated through an analysis of the 
sensitivity and specificity values calculated based on the number of true/false positives and 
true/false negatives. 
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Data Description 

The data consists of available parking spots for the reservation service of the company Pilot 
Flying J[68]. This service reserves a spot at a given rest area from 4pm on the day of the 
reservation until 3pm on the next calendar day. Hence, it is reasonable to assume that, after 
4pm, the truck stop has at least as many available spots as shown on the data for that day, even 
though before that time some customers from the previous day might still be present.  

It is important to note that the data is for the reservation service and not the real-time 
occupancy of each truck stop. The reserved spots can be considered occupied even before the 
driver arrives as the reservation guarantees a spot, but the percentage of spots that are part of 
the reservation system can be different for each establishment. Also, the data reflects the 
reservation time, not the actual arrival time of the trucks. 

The data, relative to more than 300 private truck stops throughout the USA, was collected from 
the company website every 15 minutes using a Python script for the period April 28th, 2017 to 
October 14th, 2017. Figure 4 shows the location of every truck stop in the USA according to 
data by the Federal Highway Administration (FHWA) and Figure 5 shows the location of every 
Pilot Flying J truck stop for which data was gathered in this study. Although data from the whole 
country was gathered, the presented experiments used only data from the state of California 
(CA). 

The information collected was: available parking spaces at each time, price, parking lot address. 
The website allows reservations for a certain day to be made until 9pm of that same day, when 
they start accepting reservation only for the following days. We collected data from 12am until 
9pm of each day for the available spots for that same day. There are no availability data on any 
day from 9pm to 11:59pm. Even though there is a possibility of making reservations more than 
a day in advance that data was not collected. The data was stored in a database built using 
mySQL 5.7 and processed using Python 3.4.4 with the library numpy 1.11.3. 

Figure 6 shows the behavior of the 14 CA truck stops from October 5, 2017 to October 14, 2017. 
It plots the relative availability of each of these parking lots over the mentioned time period, 
where relative availability is defined as: 

𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑖𝑙𝑖𝑡𝑦 =  
𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑖𝑙𝑖𝑡𝑦

𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦
 

Figure 7 shows the parking lots’ average daily behavior over the whole collected data. In this 
plot, the line is the average relative availability for each time of the day. This average is 
calculated over all the days in for which measurements were taken. 

𝑎𝑣𝑔 𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑖𝑙𝑖𝑡𝑦 (𝑡𝑖𝑚𝑒) =  ∑
𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑖𝑙𝑖𝑡𝑦 (𝑡𝑖𝑚𝑒, 𝑑𝑎𝑦)

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑎𝑦𝑠
𝑑𝑎𝑦 ∈ 𝑑𝑎𝑡𝑎𝑠𝑒𝑡
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The red regions of the plots indicate the regions for which there was no data and they can be 
ignored. It can be seen from the sample data that there is a large variance among different 
parking lots' availabilities, specially by the end of the day around 9pm when the parking lots 
reach peak occupancy. While some truck stops tend to have, on average, a very low availability 
by the end of the day, others seem to have a lot of spare capacity. 

 

Figure 4. All USA Truck Stops, California stops in red 

 

Figure 5. Pilot Flying J Truck Stops, California stops in blue [68]. 
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Figure 6. Relative availability of each truck stop (1 to 14) in CA from October 5, 2017 to October 
14, 2017 
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Figure 7. Average Relative availability during the day of each CA truck stop (1 to 14) over the 
whole collected data.   
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Models Description 

Nonhomogeneous Poisson (NHP) 

Similar to [25], [69], this model treats the number of vehicle arrivals/reservations (𝑣𝑙,𝑡)  at a 
location l during each time interval [𝑡 − 1, 𝑡] as a Poisson random variable with a different 
parameter 𝜆𝑙,𝑡 = 𝑐𝑙�̅�𝑙,𝑡 for each time interval. However, in this case we are not dealing with the 
outgoing flow as the data being used is of a daily reservation system. In this case 𝑣𝑙,𝑡  is defined 
as:

𝑣𝑙,𝑡 =
𝑎𝑙,𝑡−𝑎𝑙,𝑡−1

𝑐𝑙
(1) 

Where 𝑐𝑙 is the total capacity of parking lot l and 𝑎𝑙,𝑡 is the availability of parking lot l at time t. 
The parameter �̅�𝑙,𝑡 is estimated through a weighted average, over the last W weeks (current 
one not included), of windows of width H starting at time t of the same weekday as the one for 
which the estimate is needed. e.g., Mondays will only use data from the last W Mondays and so 
on. It is defined as:  

�̅�𝑙,𝑡 =
1

𝐻
∑ 𝑤𝑗

𝑊

𝑗=1

∑ 𝑣𝑙,𝑡−𝑖−𝑗𝑇𝑤

𝐻−1

𝑖=0

(2) 

where 𝑇𝑤 is the number of intervals in a week and 𝑤𝑖  are the weights, summing to 1, for the 

data from each week. In this project, the weights were all set to 1 𝑊⁄ . Assuming the occupancy 

at time t is known, the estimated occupancy �̂�𝑙,𝑡+𝑘  at a certain time t+k and location l can be 
calculated by adding the expected number of arrivals for each time interval in [𝑡, 𝑡 + 𝑘]  to the 
known occupancy 𝑎𝑙,𝑡: 

�̂�𝑙,𝑡+𝑘 = 𝑎𝑙,𝑡 + 𝐸 [𝒫𝑜𝑖𝑠𝑠𝑜𝑛 (∑𝜆𝑙,𝑡+𝑖

𝑘

𝑖=1

)]  = 𝑎𝑙,𝑡 + 𝑐𝑙 ∑�̅�𝑙,𝑡+𝑖

𝑘

𝑖=1

 

Multivariate Spatiotemporal Model (MSM) 

Proposed on [20], this approach detrends the variation in availability at each time interval and 
then uses an autoregressive model with information from all parking lots in the area to 
estimate the future detrended variation. The variation and average variation are defined as in 
the Nonhomogeneous Poisson model presented before. The detrended availability variation �̃�𝑙,𝑡  

is defined as: 

�̃�𝑙,𝑡 ≜ 𝑣𝑙,𝑡 − �̅�𝑙,𝑡  

Where 𝑣𝑙,𝑡 is defined as in (1) and �̅�𝑙,𝑡  as in (2). 
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Autoregressive Model: The autoregressive model is used to estimate each parking lot’s �̃�𝑙,𝑡 with 
the past �̃�𝑙,𝑡 from L parking lots in the region. With this the spatial correlation of the parking 
lots availabilities can also be taken into account. Let  

�̃�𝑡 ≜  [

�̃�1,𝑡

�̃�2,𝑡

⋮
�̃�𝐿,𝑡

] , 𝐸𝑡 ≜  [

𝑒1,𝑡

𝑒2,𝑡

⋮
𝑒𝐿,𝑡

] 

�̃�𝑡 = ∑ 𝐴𝑚

𝑀

𝑚=1

�̃�𝑡−𝑚 + 𝐸𝑡 (3) 

Where the coefficients 𝐴𝑚 are LxL matrices that need to be estimated and 𝐸𝑡 is a white random 
vector. 

The estimator �̂�𝑡 of �̃�𝑡 is defined as: 

[
 
 
 
𝑣1,𝑡

𝑣2,𝑡

⋮
𝑣𝐿,𝑡]

 
 
 
= �̂�𝑡 = ∑ �̂�𝑚

𝑀

𝑚=1

�̃�𝑡−𝑚 (4) 

Where �̂�𝑚 are the estimated values of 𝐴𝑚. 

After finding �̂�𝑡 the estimated availabilities �̂�𝑙,𝑡+1 can be found as follows: 

�̂�𝑙,𝑡+1 =  𝑎𝑙,𝑡 + 𝑐𝑙(�̅�𝑙,𝑡+1 + 𝑣𝑙,𝑡+1) 

Training the model: Let R(A) be the mean squared residual prediction error for the last T time 

steps for a given set of coefficients 𝐴 = (�̂�1, �̂�2,⋯ , �̂�𝑚) . 

𝑅(𝐴) = ∑ (�̃�𝑡 − �̂�𝑡)
′
(�̃�𝑡 − �̂�𝑡)

𝑘

𝑡=𝑘−𝑇

 

Let 

Ψ(𝑘) = [�̃�𝑘−𝑇+1 �̃�𝑘−𝑇+2 ⋯ �̃�𝑘] 

Θ = [𝐴1 𝐴2 ⋯ 𝐴𝑚] 

Φ(𝑘 − 1) =

[
 
 
 

�̃�𝑘−𝑇 �̃�𝑘−𝑇+1 ⋯ �̃�𝑘−1

�̃�𝑘−𝑇−1 �̃�𝑘−𝑇 ⋯ �̃�𝑘−2

⋮ ⋮ ⋱ ⋮
�̃�𝑘−𝑇−𝑀+1 �̃�𝑘−𝑇−𝑀+2 ⋯ �̃�𝑘−𝑀]

 
 
 

 

E(𝑘) = [𝐸𝑘−𝑇+1 𝐸𝑘−𝑇+2 ⋯ 𝐸𝑘] 
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Equation (3) can be rewritten in matrix form as: 

�̃�𝑡 = [𝐴1 𝐴2 ⋯ 𝐴𝑚]

[
 
 
 
�̃�𝑡−1

�̃�𝑡−2

⋮
�̃�𝑡−𝑀]

 
 
 

+ 𝐸𝑡 (5) 

Therefore, we can write that: 

Ψ(𝑘) =  Θ Φ(𝑘 − 1) + E(𝑘) 

A consistent and unbiased least square estimator of Θ, that minimizes 𝑅(𝐴), is found to be: 

Θ̂(k) = Ψ(𝑘)Φ′(𝑘 − 1)[Φ(𝑘 − 1)Φ′(𝑘 − 1) ]−1 

This method uses data from T+M time steps to calculate an estimate of the value of Θ for the 

current time step. This Θ̂(k) can then be used to calculate the value �̂�𝑡 for the next time step by 
using (4) after writing it in matrix form as (5). 

Predicting multiple steps in advance: The presented model estimates �̃�𝑡 for 1 step ahead of the 
current time. However, it might be necessary to estimate the availability with different 
prediction horizons. In this case the predictions can be fed to the model as if were real data and 
used to increase the prediction horizon, with the drawback of an amplification of the prediction 
error. Rewriting (5) so that the output and input have the same form: 

[
 
 
 

�̃�𝑡

�̃�𝑡−1

⋮
�̃�𝑡−𝑀+1]

 
 
 

=

[
 
 
 
 
𝐴1 𝐴2 𝐴3 ⋯ 𝐴𝑀

𝐼𝐿 0 0 ⋯ 0
0 𝐼𝐿 0 ⋯ 0
⋮ ⋮ ⋱ ⋮ ⋮
0 0 ⋯ 𝐼𝐿 0 ]

 
 
 
 

[
 
 
 
�̃�𝑡−1

�̃�𝑡−2

⋮
�̃�𝑡−𝑀]

 
 
 

+ [

𝐸𝑡

𝐸𝑡−1

⋮
𝐸𝑡−𝑀+1

] 

Or 

�̃�𝑡 = 𝔸�̃�𝑡−1 + 𝔼𝑡 (6) 

Similarly to (4), the estimator �̂�𝑡 is defined as: 

�̂�𝑡 = 𝐸[�̃�𝑡|𝕀𝑡−1] = �̂��̃�𝑡−1 

Where 𝕀𝑡−1 is all available information up until time t-1. 

By using (6) we can iteratively get to the estimator for k-steps ahead predictions, which is 
defined as: 

�̂�𝑡+𝑘 = 𝐸[�̃�𝑡+𝑘|𝕀𝑡] = �̂�𝑘�̃�𝑡 
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After finding all �̂�𝑡’s in the interval [t + 1, t + k] the estimated availabilities �̂�𝑙,𝑡+𝑘 can be found 
as follows: 

�̂�𝑙,𝑡+𝑘 = 𝑎𝑙,𝑡 + 𝑐𝑙 ∑(�̅�𝑙,𝑡+𝑖 + 𝑣𝑙,𝑡+𝑖)

𝑘

𝑖=1

 

Curves Similarity (CS) 

This forecasting model, presented in  [70], was developed with hotel reservations in mind. As 
the gathered data come from a reservation system this method was selected to be tested and 
compared with the other methods that were developed for real-time occupancy data. The 
general idea of this approach is comparing the incomplete daily availability curve for each 
parking lot with the daily availability curves from previous days up to the current time and 
saying that the current day’s reservations will behave the same way as whichever days had the 
most similar curves. 

Let 𝑎𝑙,𝑑,𝑡 be the availability at location l, day d and time t, where 𝑡 ∈ ℕ  and 𝑡 =  0 means the 
first data point of the day. This model compares the incomplete curve of the forecasted day to 
the complete curves in historical data. The similarity measure 𝑆𝑖 is obtained by comparing 
several points along the curves: 

𝑆𝑖 = √(𝑎𝑙,𝑑,𝑡 − 𝑎𝑙,𝑖,𝑡)
2
+ (𝑎𝑙,𝑑,𝑡−𝑘 − 𝑎𝑙,𝑖,𝑡−𝑘)

2
+ (𝑎𝑙,𝑑,𝑡−2𝑘 − 𝑎𝑙,𝑖,𝑡−2𝑘)

2
 

where d is the forecasted day, i is the day being compared and k is a parameter, chosen by the 
user, defining how disperse the measurements should be. However, in this project instead of 
choosing only 3 points, the whole incomplete curve was compared. Therefore, the used 
expression for 𝑆𝑖 was: 

𝑆𝑖 = √∑(𝑎𝑙,𝑑,𝑡−𝑘 − 𝑎𝑙,𝑖,𝑡−𝑘)
2

𝑡

𝑘=0

 

Let Z be the set of days for which the 𝑆𝑖 is smaller than a threshold Ψ. 

𝑍 = {𝑖 |𝑆𝑖 < Ψ} 

The estimate �̂�𝑙,𝑑,𝑡+𝑛  of  𝑎𝑙,𝑑,𝑡+𝑛 is taken as: 

�̂�𝑙,𝑑,𝑡+𝑛 =
1

|𝑍|
∑𝑎𝑙,𝑖,𝑡+𝑛

𝑖∈𝑍
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Forecasting (F / wF) 

This is a simple forecasting method that estimates the availability on the forecasted day at a 
given time as the average availability at that time from historical data. This method can 
consider either only the time (F) or the time and the weekday (wF), both options were tested in 
the project. It would also be reasonable to consider the month, but the gathered data is not 
enough for this consideration. 

Let 𝑎𝑙,𝑑,𝑡 be the availability at location l, day d and time t, where 𝑡 ∈ ℕ  and 𝑡 =  0 means the 

first data point of the day. The estimate �̂�𝑙,𝑑,𝑡  when considering only the time of the day is 
defined as: 

�̂�𝑙,𝑑,𝑡+𝑛 =
1

|𝑆|
∑𝑎𝑙,𝑖,𝑡

𝑖∈𝑆

 

where 𝑆 is the set of days for which data for time t is available. 

The estimate �̂�𝑙,𝑑,𝑡  when considering the time and the weekday is defined as: 

�̂�𝑙,𝑑,𝑡+𝑛 =
1

|𝑆𝑑|
∑ 𝑎𝑙,𝑖,𝑡

𝑖∈𝑆𝑑

 

Where 𝑆𝑑  is the set of days that are the same weekday as 𝑑 and for which data for time t is 
available. 

Decision Model 

The classification was done based on the predicted relative availability for each time. A 
threshold 𝐻 was defined for each method and whenever the predicted availability is below that 
threshold, the parking lot is classified as full. So, the classifier 𝐶(∙) for a location 𝑙 on day 𝑑 at 
time 𝑡 is defined as: 

𝐶(𝑙, 𝑑, 𝑡) = {
1, 𝑖𝑓 �̂�𝑙,𝑑,𝑡 < 𝐻

0, 𝑖𝑓 �̂�𝑙,𝑑,𝑡 ≥ 𝐻
 

In order to choose the threshold, the experiments were run for a different set of 40 target days. 
The receiver operating characteristic (ROC) curve was generated for each experiment and each 
prediction model and the threshold was selected for each curve by maximizing the Youden 
index, which is defined as:  

Younden Index =  sensitivity +  specificity –  1 

sensitivity =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 𝐬𝐩𝐞𝐜𝐢𝐟𝐢𝐜𝐢𝐭𝐲 =
𝐓𝐍

𝐓𝐍 + 𝐅𝐏
  (7)  



 23 

where TP is the number of true positives (parking lot is full and was classified as full) in the 
experiment, FN is the number of false negatives (parking lot is full and was classified as 
available), TN is the number of true negatives (parking lot is available and is classified as 
available) and FP is the number of false positives (parking lot is available and is classified as full). 

The true positive rate and false positive rate used to plot the ROC curves are defined as: 

true positive rate =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 false positive rate =
𝐹𝑃

𝑇𝑁 + 𝐹𝑃
 

The thresholds for each experiment are shown on Table 1 and the ROC curves used to find 
them can be seen on Figures 8 through 16 with markers at the points generated by the chosen 
thresholds. 

Table 1. Classification thresholds found for each experiment. 

Experiment MSM NHP CS Forecast W Forecast 
1.1 0.12 0.11 0.41 0.56 0.56 

1.2 0.3 0.29 0.41 0.56 0.56 

1.3 0.41 0.43 0.41 0.56 0.56 

2.1 0.31 0.3 0.56 0.505 0.28 

2.2 0.4 0.36 0.41 0.21 0.43 
2.3 0.505 0.505 0.45 0.505 0.56 

3.1 0.1 0.4 0.31 0.505 0.34 

3.2 0.3 0.26 0.31 0.505 0.39 

3.3 0.37 0.32 0.41 0.56 0.56 
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Figure 8. ROC of experiment 1.1 

 

Figure 9. ROC of experiment 1.2 
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Figure 10. ROC of experiment 1.3 

 

Figure 11. ROC of experiment 2.1 
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Figure 12. ROC of experiment 2.2 

 

Figure 13. ROC of experiment 2.3 
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Figure 14. ROC of experiment 3.1 

 

Figure 15. ROC of experiment 3.2 



 28 

 

Figure 16. ROC of experiment 3.3   
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Evaluation Results 

Experiments 

For the evaluation of the results, 3 types of experiments were set up. They aim to study how 
different factors affect the performance of each algorithm, so that a decision can be made as to 
which method is more reliable in different situations.  

Due to the nature of the data, aside from internal parameters specific to each algorithm, the 
prediction system can be affected by 4 factors: 

• target time: the time for which a prediction is needed; 

• start time: the current time, or the latest time for which data is available; 

• prediction horizon: the difference between the target and start times; 

• weekday: in this case only predictions within the same day are being considered, so both 
the start and target time are on the same weekday. 

With these factors in mind, 3 experiments were chosen to analyze their influence on the 
performance of the algorithms. 

1. Fixed prediction horizon / varying target time 

2. Fixed target time / varying prediction horizon 

3. Fixed start time / varying prediction horizon 

Experiment 1 - Fixed prediction horizon / varying target time 

For this experiment 3 different prediction horizons were chosen: 15 min, 1h and 3h. Each 
algorithm was run with target times varying from 7:00 to 20:45 and these 3 prediction horizons 
for n consecutives days from the data sample. In this project’s experiments n was set to 40. 

For this experiment the MSE is calculated as: 

𝑒(𝑡) =
1

𝐷 ∙ 𝐿
∑∑(

𝑎𝑙,𝑑,𝑡 − �̂�𝑙,𝑑,𝑡

𝑐𝑙
)

2

𝑙𝑑

 

Where D is the number of days that were evaluated, L is the number of parking lots, 𝑐𝑙 is the 
total capacity of parking lot 𝑙, 𝑎𝑙,𝑑,𝑡 and �̂�𝑙,𝑑,𝑡 are, respectively, the availability and predicted 
availability of parking lot 𝑙 at time 𝑡 on day 𝑑. The variables 𝑑 and 𝑙 vary over all evaluated days 
and parking lots, respectively. 

The number of false(true) positives(negatives) is calculated by summing the false(true) 
positives(negatives) of a specific target time for all parking lots and all evaluated days. 

𝑇𝑃(𝑡) = ∑∑𝑇𝑃(𝑙, 𝑑, 𝑡)

𝑙𝑑
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where 𝑇𝑃(𝑙, 𝑑, 𝑡)  is 1 if the classification given to parking lot 𝑙, target time 𝑡 on day 𝑑 is a true 
positive and 0 otherwise. The variables 𝑑 and 𝑙 vary over all evaluated days and parking lots, 
respectively. The false positives, true negatives and false negatives are calculated in the same 
way. 

The specificity and sensitivity values plotted are calculated according to (7). 

Experiment 2 - Fixed target time / varying prediction horizon 

For this experiment 3 different target times were chosen: 20:45, 19:00 and 16:00. Each 
algorithm was run with prediction horizons varying from 15min to 10h and these 3 target times 
and 1h intervals preceding them for n consecutive days from the data sample. In this project’s 
experiments n was set to 40. 

For this experiment the MSE is calculated as: 

𝑒(ℎ) =
1

4𝐷 ∙ 𝐿
∑∑∑(

𝑎𝑙,𝑑,𝑡+𝑖,ℎ − �̂�𝑙,𝑑,𝑡+𝑖,ℎ

𝑐𝑙
)

24

𝑖=1𝑙𝑑

 

Where D is the number of days that were evaluated, L is the number of parking lots, 𝑐𝑙 is the 
total capacity of parking lot 𝑙, 𝑎𝑙,𝑑,𝑡+𝑖,ℎ and �̂�𝑙,𝑑,𝑡+𝑖,ℎ are, respectively, the availability and 
predicted availability of parking lot 𝑙 at time 𝑡 + 𝑖 on day 𝑑 considering a prediction horizon of 
ℎ. The variables 𝑑 and 𝑙 vary over all evaluated days and parking lots, respectively. 

The number of false(true) positives(negatives) is calculated by summing the false(true) 
positives(negatives) of a specific target time for all parking lots and all evaluated days. 

𝑇𝑃(ℎ) = ∑ ∑∑𝑇𝑃(𝑙, 𝑑, 𝑡 + 𝑖, ℎ)

4

𝑖=1𝑙𝑑

 

Where 𝑇𝑃(𝑙, 𝑑, 𝑡 + 𝑖, ℎ)  is 1 if the classification given to parking lot 𝑙, target time 𝑡 + 𝑖 on day 𝑑 
with a prediction horizon of ℎ is a true positive and 0 otherwise. The variables 𝑑 and 𝑙 vary over 
all evaluated days and parking lots, respectively. The false positives, true negatives and false 
negatives are calculated in the same way. 

The specificity and sensitivity values plotted are calculated according to (7). 

Experiment 3 - Fixed start time / varying prediction horizon 

For this experiment 3 different start times were chosen: 19:00, 17:00 and 15:00. Each algorithm 
was run with these 3 start times and target times from start time + 15min up to 20:45 for n 
consecutives days from the data sample. In this project’s experiments n was set to 40. 
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For this experiment the MSE is calculated as: 

𝑒(ℎ) =
1

𝐷 ∙ 𝐿
∑∑(

𝑎𝑙,𝑑,𝑠𝑡+ℎ,ℎ − �̂�𝑙,𝑑,𝑠𝑡+ℎ,ℎ

𝑐𝑙
)

2

𝑙𝑑

 

Where D is the number of days that were evaluated, L is the number of parking lots, 𝑐𝑙 is the 
total capacity of parking lot 𝑙  and 𝑠𝑡 is the start time set in the experiment. 𝑎𝑙,𝑑,𝑠𝑡+ℎ,ℎ and 
�̂�𝑙,𝑑,𝑠𝑡+ℎ,ℎ are, respectively, the availability and predicted availability of parking lot 𝑙 at time 
𝑠𝑡 + ℎ on day 𝑑 considering a prediction horizon of ℎ. The variables 𝑑 and 𝑙 vary over all 
evaluated days and parking lots, respectively. 

The number of false(true) positives(negatives) is calculated by summing the false(true) 
positives(negatives) of a specific target time for all parking lots and all evaluated days. 

𝑇𝑃(ℎ) = ∑ ∑𝑇𝑃(𝑙, 𝑑, 𝑠𝑡 + ℎ, ℎ)

𝑙𝑑

 

Where 𝑠𝑡 is the start time set in the experiment and 𝑇𝑃(𝑙, 𝑑, 𝑠𝑡 + ℎ)  is 1 if the classification 
given to parking lot 𝑙, target time 𝑠𝑡 + ℎ on day 𝑑 with a prediction horizon of ℎ is a true 
positive and 0 otherwise. The variables 𝑑 and 𝑙 vary over all evaluated days and parking lots, 
respectively. The false positives, true negatives and false negatives are calculated in the same 
way. 

The specificity and sensitivity values plotted are calculated according to (7). 

Results 

Experiment 1 

As described in the previous subsection, this experiment was realized with 3 different 
prediction horizons (15min, 1h and 3h), varying the target time for prediction from 8:00 to 
20:45. 

The MSE of the availability estimate is shown in  Figures 17, 18 and 19. It can be seen that for 
this measure the NHP behaves consistently better than the other models, with the MSM having 
similar results for lower prediction horizons. As the prediction horizon is increased the 
differences between the models is reduced, but the NHP keeps performing better. 
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Figure 17. MSE of the availability estimate of experiment 1.1 

 

Figure 18. MSE of the availability estimate of experiment 1.2 
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Figure 19. MSE of the availability estimate of experiment 1.3 

In Figures 20-22 we can see the performance of the classifier. In this case the classifier is 
evaluating whether each rest area is full. So, a positive output means that the parking lot is full. 
The sensitivity data for the beginning of the day is missing as the classifier did not find any true 
positives or false negatives at those times. It can be seen that the CS, MSM and NHP have very 
similar sensitivity for all 3 prediction horizons tested. However, the specificity of the MSM and 
NHP is significantly better for small prediction horizons making them a better choice in this 
case. For larger prediction horizons all 3 of them seem reasonable choices. 
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Figure 20. Classification performance of experiment 1.1 
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Figure 21. Classification performance of experiment 1.2 
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Figure 22. Classification performance of experiment 1.3 
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Experiment 2 

As described in the previous subsection, this experiment was realized with 3 different target 
times (20:45, 19:00 and 16:00), varying the prediction horizon from 15min to 10h. 

The MSE of the availability estimate can be seen in Figures 23, 24 and 25. It can be seen that 
the NHP still performs better most of the time, but the greater the prediction horizon used the 
closer it gets to the performance of the forecasting methods. For the earlier times of the day, 
when the variance of the data is smaller, the NHP, MSM and CS methods still perform better 
than the forecasting methods, but for later times their performance is very similar to or worse 
than the forecasting methods’ performance when prediction horizons of more than 8 hours are 
used. 

 

Figure 23. MSE of the availability estimate of experiment 2.1 
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Figure 24. MSE of the availability estimate of experiment 2.2 

 

Figure 25. MSE of the availability estimate of experiment 2.3 
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In Figures 26-28 we can see the performance of the classifier. In this case, the classifier is 
evaluating whether each rest area is full. So, a positive output means that the parking is full. 

The results of experiment 2 are not as homogeneous as for experiment 1. In experiment 2.1 
NHP and MSM have a significantly better sensitivity for smaller prediction horizons, and a 
better specificity in general. Therefore, MSM and NHP would be good choices for small 
prediction horizons for target times later in the day. However, their sensitivity drops sharply as 
the prediction horizon increases making the wF method become a better option in these cases 
as its sensitivity is constant at a decent value and its specificity is not much smaller than the 
NHP and MSM ones. 

The situation with experiment 2.2 is very similar. In this case, NHP and MSM perform similarly 
to experiment 2.1, with NHP having a slightly better sensitivity and MSM a slightly better 
specificity. Once more, as the prediction horizon increases wF becomes a better option due to 
the drop in the MSM and NHP’s sensitivities. 

In experiment 2.3 the wF has always a better sensitivity while its specificity is lower but not 
bad. The choice in this case would depend on how much the user prioritizes decreasing the 
number of false negatives. A decrease in the number of false negatives could be achieved by 
choosing the method with higher sensitivity, wF in this case. As the NHP and MSM still have a 
good sensitivity with a better specificity they could be used when a more balanced system is 
preferred.  



 40 

 

Figure 26. Classification performance of experiment 2.1 
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Figure 27. Classification performance of experiment 2.2 
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Figure 28. Classification performance of experiment 2.3 
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Experiment 3 

As described in the previous subsection, this experiment was realized with 3 different start 
times (19:00, 17:00 and 15:00), varying the prediction horizon from 15min to the needed value 
to get a target time of 20:45. 

The MSE of the availability estimate can be seen in Figures 29, 30 and 31. These plots show 
results consistent with the other experiments. The NHP model still performs better than the 
other models, with a smaller difference for large prediction horizons. We can also note with this 
experiment that, with a fixed start time, the MSE of the prediction increases almost linearly 
with the prediction horizon. Knowing how fast the predictions worsen with the prediction 
horizon can be useful for the user. 

 

Figure 29. MSE of the availability estimate of experiment 3.1 
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Figure 30. MSE of the availability estimate of experiment 3.2 

 

Figure 31. MSE of the availability estimate of experiment 3.3 
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In Figures 32-34 we can see the performance of the classifier. In this case the classifier is 
evaluating whether each rest area is full. So, a positive output means that the parking is full. 

In experiment 3.1, the CS model had a more balanced performance, with sensitivity ranging 
from 0.9 to 0.95 and specificity around 0.86. MSM and NHP had better specificity but their 
sensitivity drops a lot for higher prediction horizons. 

In experiment 3.2, the MSM and CS perform similarly overall, with MSM performing slightly 
better. They perform better for smaller prediction horizons, but their sensitivity falls below the 
wF one for larger ones, making wF a possible choice for large prediction horizons when 
sensitivity is being prioritized. 

In experiment 3.3, the best alternative for reducing false negatives would be using wF or F for 
small prediction horizons, with NHP and MSM being more balanced options. For larger 
prediction horizons both the CS and the MSM methods perform well, with CS being better in 
sensitivity and MSM better in specificity. As in this problem false negatives have a worse impact 
than false positives, the preference would go to using the CS method. 
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Figure 32. Classification performance of experiment 3.1 
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Figure 33. Classification performance of experiment 3.2 
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Figure 34. Classification performance of experiment 3.3   
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Conclusion and Recommendations 

The project’s objective was to study the truck parking problem and develop a way to generate 
useful information that could assist truck drivers in better planning their trips. By providing 
information about parking availability to truck drivers we expect to induce them to better 
distribute themselves among existing rest areas. This would decrease the peak demand in the 
most popular truck stops and attenuate the problems caused by the parking shortage. 

In this project, several algorithms were tested using data from a company’s private truck stops 
reservation system. It was shown that none of the tested algorithms is absolutely better than 
the others by having a superior performance in all situations. The results presented show that a 
more efficient way would be to combine them and use the most appropriate one according to 
the situation. It was also shown that the estimator with the smallest MSE is not necessarily the 
one that gives the most useful information to the decision model. 

The different experiments realized show the performance of each method in different 
situations and allow us to suggest a combination of them that would perform better than any 
single one of them. Combinations that prioritize more sensitivity and a more balanced one were 
included. In a real application both could be implemented, and the user could check whether 
this change of priorities would impact the classification results and, consequently, his planning. 
These suggestions can be found on Table 2. 

Table 2. Suggested model usage 

Current Time Target Time Method (balanced) Method (sensitivity) 

<17:00 <17:00 NHP wF 

<17:00 >17:00 CS CS 

17:00 – 19:00 17:00 – 21:00 MSM/NHP MSM/NHP 

19:00 – 21:00 19:00 – 21:00 CS CS 

It follows from the experimental results that with the exception of the situation of predictions 
for early in the day, the more complex models usually behave better than the simple 
forecasting ones. This indicates that, even if the drivers have some sense of the expected status 
of the parking lots due to experience, this system could still provide them with valuable 
information. 

Future research directions would be: 

• Increase the choice of models and time resolution of the model assignment; 

• Use this parking prediction in higher levels of planning, not only for micro adjustments, 

as where to stop in a given route, but also to decide the routing and departure time of 

the trucks.  
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Implementation 

This study could be implemented by means of a smartphone application. The use of this 
application by truck drivers would help reduce the peak demand for the most popular rest 
areas and the number of drivers parking illegally in their vicinities. The application would tell 
the drivers in advance that those rest areas will be full by the time they get there, and which 
truck stops in the region are likely to have available spaces. This will help better distribute the 
trucks among existing rest areas. The extent of these benefits will be dependent on the market 
penetration of the application as well as on the level of user compliance to the application 
suggestions and on the existing parking infrastructure. 

In order for it to be implemented, truck parking availability data for the regions of operation 
would be needed. Private truck stops might already have some infrastructure to provide data as 
they have to control the payments, especially the ones that have reservation systems. Public 
stops however, would need an investment in infrastructure in order to collect that data. 
Investment would also be needed to develop, implement and maintain the application, in both 
hardware and software. 

There are several ways to collect occupancy data, from installing gates and registering how 
many vehicles enter and exit, to installing magnetic sensors in every single parking space in the 
parking lot. Some pilot projects were already implemented both in Europe and in the USA 
testing different kinds of systems [19], [34]–[37], [39]–[43]. The choice of method will depend 
on the budget available and specific restrictions for each parking lot, e.g., some sensors might 
not work very well in snowy or rainy weather, others might not perform well under hot 
temperatures.   
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